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ABSTRACT

Objectives: The aim of this study is to compare the ability of artificial intelligence-
based chatbots, ChatGPT-4o and Claude 3.5, to interpret mammography images. The 
study focuses on evaluating their accuracy and consistency in BI-RADS classification 
and breast parenchymal type assessment. It also aims to explore the potential of these 
technologies to reduce radiologists’ workload and identify their limitations in medical 
image analysis.
Methods: A total of 53 mammography images obtained between January and July 
2024 were analyzed, focusing on BI-RADS classification and breast parenchymal 
type assessment. The same anonymized mammography images were provided to both 
chatbots under identical prompts.
Results: The results showed accuracy rates for BI-RADS classification ranging from 
18.87% to 26.42% for ChatGPT-4o and 18.7% for Claude 3.5. When BI-RADS categories 
were grouped into benign group(BI-RADS 1,2) and malignant group(BI-RADS 4,5), the 
combined accuracy was 57.5% for ChatGPT-4o (initial evaluation) and 55% (second 
evaluation), compared to 47.5% for Claude 3.5. Breast parenchymal type accuracy rates 
were 30.19% and 22.64% for ChatGPT-4o, and 26.42% for Claude 3.5.
Conclusions: The findings indicate that chatbots demonstrate limited accuracy and 
reliability in interpreting mammography images. These results highlight the need for 
further optimization, larger datasets, and advanced training processes to improve their 
performance in medical image analysis.
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INTRODUCTION
Artificial intelligence (AI)-based chatbots are widely used today, 
and their benefits have been studied across various domains, 
such as writing scientific articles, conducting literature reviews, 
radiological reporting, and solving radiological cases. In the 
medical field, they have been evaluated for answering patient 
inquiries, performing on medical exams, generating medical 
questions, and more [1-3]. With recent updates, these chatbots 
can analyze and interpret images. While the exact mechanisms 
of how chatbots interpret images are not fully understood, it 
is believed to involve multimodal learning methods and the 
integration of machine learning algorithms within chatbot 
frameworks [4-6]. Chatbots can effectively evaluate non-medical 
images, but interpreting medical and radiological images is more 
sensitive and requires meticulous testing for model development. 
Comprehensive assessments of chatbots’ performance in 
analyzing radiological images remain scarce in the literature.

Breast cancer is the most common cancer among women 
worldwide and the leading cause of death among women aged 
25–59 years [7]. Studies have shown that early diagnosis and 
treatment of breast cancer significantly improve survival rates 
[8-10]. Mammography is considered the gold standard for 
breast cancer screening. In cases with diagnostic indications, 
mammography can be performed regardless of age or age group. 
The American College of Radiology (ACR) recommends annual 
mammography screenings for women over 40 years old. ACR’s 
“Breast Imaging Reporting and Data System (BI-RADS)” is 
a widely accepted system used to describe breast lesions and 
categorize them into risk groups. The BI-RADS classification 
enables radiologists to communicate results to referring 
physicians in a clear and consistent manner, providing final 
assessments and specific management recommendations [11]. 
Routine screening mammography or mammography performed 
based on specific indicationsnfor women over 40 can be time-
consuming and labor-intensive for radiologists. Chatbots’ ability 
to interpret mammography examinations could help reduce 
radiologists’ workload.

The aim of this study is to compare the ability of Chat-GPT 4o 
and Claude 3.5 to interpret mammography images based on BI-
RADS classification and breast parenchymal type.

MATERIALS AND METHODS
The study commenced after obtaining approval from the 
Eskişehir Osmangazi University non-Interventional Clinical 

Research Ethics Committee (Date 22.10.2024/No: 21). 
Screening mammography images of women over 40 years old, 
taken at our hospital between January 1, 2024 and July 1, 2024, 
were reviewed. Ten patients were planned for each BI-RADS 
category. However, due to the limited number of reports in BI-
RADS category 3, only three patients could be included during 
this period. A total of 53 mammography images, reported by 
two radiologists via consensus, were included in the study. Each 
mammography image consisted of one craniocaudal (CC) and 
one mediolateral oblique (MLO) standard view.

All images were anonymized and labeled as “mammography.” 
Each mammography (with two views) was uploaded for analysis 
to both chatbots in separate sessions, and the same prompt was 
used for both Chat-GPT 4o and Claude 3.5. Chatbots were 
tasked with assessing the BI-RADS classification and breast 
parenchymal type:

BI-RADS Classification:

•	BI-RADS 0: Requires additional radiological evaluation.
•	BI-RADS I: Mammography within normal limits.low
•	BI-RADS II: Benign radiological abnormalities.
•	BI-RADS III: Low suspicion abnormalities that require 

follow-up.
•	BI-RADS IV: Abnormalities suspicious for malignancy, 

requiring close follow-up.
•	BI-RADS V: High probability of malignancy.
Breast Parenchymal Types:
•	Type I: Breast parenchyma predominantly composed of fatty 

tissue.
•	Type II: Scattered fibroglandular densities within fatty breast 

parenchyma.
•	Type III: Heterogeneously dense breast; reduced 

mammography sensitivity.
•	Type IV: Extremely dense breast; lesions may be missed on 

mammography.

The same process was repeated for Chat-GPT 4o one day 
apart. While two separate evaluations were conducted for 
ChatGPT-4o, Claude 3.5 was evaluated only once for the sake of 
methodological consistency and process simplification. Accuracy 
rates for BI-RADS classification and breast parenchymal types 
were calculated for both chatbots. For BI-RADS classification, 
BI-RADS 1 and 2 were grouped as benign, and BI-RADS 4 
and 5 as malignant, as these do not alter patient management. 
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Observer consistency (intra-observer agreement) for Chat-GPT 
4o was also evaluated.

RESULTS
The initial accuracy for BI-RADS classification was calculated 
as 18.87% for Chat-GPT 4o, increasing to 26.42% on the second 
evaluation. For Claude 3.5, accuracy was 18.7%. When BI-
RADS 1 and 2 were grouped as benign, and BI-RADS 4 and 5 
as malignant, the combined accuracy for 40 patients was 57.5% 
for Chat-GPT 4o initially and 55% on the second evaluation. For 
Claude 3.5, the accuracy was 47.5% (Table 1).

Intra-observer agreement (ICC) for Chat-GPT 4o was statistically 
insignificant (p=0.066). Regarding breast parenchymal types, 
accuracy rates for Chat-GPT 4o were 30.19% and 22.64% for 
the first and second evaluations, respectively, while for Claude 

3.5, it was 26.42% (Table 2).

DISCUSSION
Artificial intelligence-based chatbots like ChatGPT-4o are 
designed for advanced natural language understanding and 
generation. These models can process and generate human-like 
texts thanks to comprehensive pre-training [12]. However, a 
significant limitation of chatbots is their text-based nature. While 
image generators such as DALL-E have achieved impressive 
results in creating visual content, integrating such capabilities 
into text-based chatbots remains challenging [13]. ChatGPT-4o 
and other chatbots have recently introduced updates that include 
image uploading functionality, marking significant progress in 
their ability to analyze images [6,14-16]. In addition to these 
advancements, radiologists increasingly utilize the power of 
artificial intelligence in interpreting medical images.

Table 1. Responses of Chatbots in BI-RADS Classification
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BI-RADS 0 10 3 1 1 5 1 1 2 6

BI-RADS 1 4 3 2 1 6 2 1 1 2 2 4 2

BI-RADS 2 5 1 1 3 2 2 1 5 1 2 4 3

BI-RADS 3 3 2 1 1 1 1

BI-RADS 4 3 2 5 2 1 2 5 2 2 3 3

BI-RADS 5 3 2 5 3 2 4 1 1 2 1 3 3

Table 2. Responses of Chatbots in Breast Parenchymal Typing
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This study aims to evaluate routine mammography images, 
a significant part of radiologists’ workload, using chatbots. 
Chatbots have rapidly advanced in recent years. However, 
updates related to image generation and interpretation are 
relatively new. Consequently, there is limited research in the 
literature on evaluating radiographic images using chatbots.

Studies on image generation indicate that chatbots perform well 
in generating images from given text inputs [17, 18]. On the 
other hand, studies on medical image generation suggest that 
these efforts fall far short of creating realistic images [19, 20]. 
Moreover, in a study by Shifai et al. [21], GPT-4V was tasked 
with distinguishing melanoma and benign nevi in dermoscopic 
images. The overall diagnostic accuracy was found to be 36%. 
When the researchers considered the three differential diagnoses 
provided by ChatGPT to be correct, the accuracy increased to 
55%. Another study involving ophthalmological images used 
various imaging modalities. It was noted that ChatGPT failed to 
identify imaging modalities with high accuracy, with an overall 
accuracy rate of just 30.5% [22]. These accuracy rates highlight 
the limitations of chatbots in image interpretation. Similarly, in 

this study, accuracy rates ranged between 18.87% and 26.42%, 
aligning with the literature. These findings are significantly lower 
than the results from convolutional neural network (CNN)-based 
AI algorithms currently used in the market, highlighting the 
potential risks of misdiagnosis in clinical use.

In another study involving multiple-choice questions with 
visual content, the accuracy rate was found to be 8% [23]. This 
study also supports the literature, showing that chatbots’ visual 
evaluations fall far short of diagnostic accuracy compared to 
language-based tasks. Furthermore, in this study, text-based 
ChatGPT-4 demonstrated significantly better diagnostic accuracy 
than the visual-based GPT-4V, indicating that adding visual data 
does not directly enhance diagnostic performance [23].

Nguyen et al. [24] conducted a study where mammography 
and ultrasonography images were evaluated by ChatGPT-4 and 
ChatGPT-4o. The accuracy rate for mammography images was 
calculated as 66.2%, while the rate for ultrasonography images 
was lower at 55.6%, though still relatively high compared to 
the literature. The higher accuracy rates in this study may be 

Figure 1. Left MLO (a) and CC (b) mammogram images reported 
as Type II breast parenchyma and BI-RADS I category by two 
radiologists. Evaluations by Chat-GPT 4o were as follows first 
response type III breast parenchyma and BI-RADS IV category, 
second response type III breast parenchyma and BI-RADS II 
category. Evaluation by Claude 3.5: Type II breast parenchyma 
and BI-RADS I category.

Figure 2. Left MLO (a) and CC (b) mammogram images reported 
as type II breast parenchyma and BI-RADS V category by two 
radiologists. Evaluations by Chat-GPT 4o were as follows first 
response type III breast parenchyma and BI-RADS IV category, 
second response type III breast parenchyma and BI-RADS IV 
category. Evaluation by Claude 3.5: Type III breast parenchyma 
and BI-RADS V category.

A AB B
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attributed to the use of images from Radiopaedia.org, which 
includes specific, high-resolution images with defined features 
for BI-RADS categories. Additionally, chatbots can utilize all 
metadata associated with the images, contributing to higher 
accuracy rates.

The results of this study demonstrate that chatbots still have 
significant limitations in analyzing high-resolution and detail-
intensive medical images such as mammography. Considering 
the diversity and complexity of mammography images used 
in this study, it can be hypothesized that analyses with high-
resolution, specific, and standardized images could improve 
accuracy. However, such datasets typically require controlled 
environments and are not widely accessible. Furthermore, the 
sufficiency and diversity of the datasets used to train models 
like ChatGPT-4o and Claude 3.5 are crucial factors in accurately 
interpreting medical images. By incorporating more medical 
data and visual content during training, accuracy rates could be 
improved.

Mammography, a critical tool for the early detection of serious 
conditions like breast cancer, requires precise and accurate 
results. For chatbots to provide highly accurate interpretations 
in such critical domains, more extensive training, larger datasets, 
and model optimizations are needed.

Limitations
This study has several limitations. First, only 53 patients’ 
mammography images were evaluated, and this number could 
be expanded to include more patients. Due to the insufficient 
number of patients in the BI-RADS 3 category, only three 
cases were evaluated, creating an imbalance in statistical 
analysis. Additionally, this research only utilized ChatGPT-4o 
and Claude 3.5 chatbots; it could be extended to include other 
advanced chatbot models. By comparing the performance of 
different chatbots, the most accurate and reliable model could 
be identified. The study used radiologists’ reports as references, 
which may also contain errors. To address this, only patients 
evaluated by consensus between two radiologists were included. 
Finally, the chatbots conducted evaluations without access to 
clinical data. However, this approach was chosen to focus solely 
on the chatbots’ capability to analyze images. Since this study 
involved screening mammography patients, clinical history was 
not expected to significantly influence reporting.

CONCLUSIONS
Future research could increase the reliability and accuracy of 
chatbot visual evaluations by using larger datasets. Additionally, 
the performance of chatbots in interpreting other medical 
images, such as ultrasonography and MRI, could be explored. 
Finally, more comprehensive training processes and optimization 
techniques are required for chatbots to analyze medical images 
more accurately and reliably.

The accuracy rates obtained in this study indicate that chatbots 
underperformed in classifying BI-RADS categories and assessing 
breast parenchymal types in mammography images. These 
accuracy rates clearly show that chatbots struggle to analyze 
medical images like mammography accurately. Similarly, the 
low accuracy rates for breast parenchymal type assessments 
demonstrate that chatbots fail to recognize such visual details. 
Additionally, the statistically insignificant intra-observer 
agreement (ICC) of ChatGPT-4o suggests that chatbots may 
provide inconsistent results when evaluating the same image at 
different times, posing a risk to reliability in clinical practice.

The lack of intra-observer consistency underscores the need 
for further optimization to improve the reliability of chatbots in 
visual analysis. Such inconsistencies raise concerns about the 
potential of chatbots in clinical decision-making processes. For 
AI-based tools to achieve greater reliability and enable chatbots 
trained on medical images to make human-like, consistent, and 
accurate decisions, more rigorous training and development will 
be essential.
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