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ABSTRACT
Objective: Chatbots have been frequently used in many different areas in recent 
years, such as diagnosis and imaging, treatment, patient follow-up and support, health 
promotion, customer service, sales, marketing, information and technical support. 
The aim of this study is to evaluate the readability, understandability, and accuracy of 
queries made by researchers in the field of health through artificial intelligence chatbots 
in biostatistics.
Methods: A total of 10 questions from the topics frequently asked by researchers in 
the field of health in basic biostatistics were determined by 4 experts. The determined 
questions were addressed to the artificial intelligence chatbots by one of the experts 
and the answers were recorded. In this study, free versions of most widely preferred 
ChatGPT4, Gemini and Copilot chatbots were used. The recorded answers were 
independently evaluated as “Correct”, “Partially correct” and “Wrong” by three 
experts who blinded to which chatbot the answers belonged to. Then, these experts 
came together and examined the answers together and made the final evaluation by 
reaching a consensus on the levels of accuracy. The readability and understandability 
of the answers were evaluated with the Ateşman readability formula, Sönmez formula, 
Çetinkaya-Uzun readability formula and Bezirci-Yılmaz readability formulas.
Results: According to the answers given to the questions addressed to the artificial 
intelligence chatbots, it was determined that the answers were at the “difficult” level 
according to the Ateşman readability formula, “insufficient reading level” according to 
the Çetinkaya-Uzun readability formula, and “academic level” according to the Bezirci-
Yılmaz readability formula. On the other hand, the Sönmez formula gave the result 
of “the text is understandable” for all chatbots. It was determined that there was no 
statistically significant difference (p=0.819) in terms of accuracy rates of the answers 
given by the artificial intelligence chatbots to the questions.
Conclusion: It was determined that although the chatbots tended to provide accurate 
information, the answers given were not readable, understandable and their accuracy 
levels were not high.
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Understandability, Accuracy.
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Main Points

• Although chatbots tend to provide accurate 
information, the results showed they were not readable, 
understandable, and had low accuracy levels.

• One of the most important limitations of chatbots is the 
lack of evidence-based information sources. Therefore, 
it is very important to check their answers.

INTRODUCTION
Artificial intelligence (AI), which we have heard about 
frequently in recent years, is renewing itself day by day. 
Artificial intelligence can be defined as a technology of a 
computer or machine that has features such as learning, 
problem solving, decision making, and sometimes imitating 
human intelligence and thoughts. The basis of the concept of 
artificial intelligence is based on intelligent machines that first 
appeared with the question “Can machines think?” by Turing 
[1]. The term artificial intelligence was first used by McCarthy 
et al. [2] in 1955. Samuel [3] programmed the computer using 
two machine learning procedures, which provides learning how 
to play checkers. In addition to these, the historical development 
process of artificial intelligence can be examined in detail in the 
studies of Pirim [4], and Öztürk and Şahin [5]. Two events that 
can be considered as milestone for the concept and applications 
of artificial intelligence: artificial intelligence beating world 
chess champion Garry Kasparov in 1997, and in 2015, AlphaGo, 
an artificial intelligence developed by Google, beating a 
professional Go player without giving them an advantage. These 
successes of artificial intelligence have shown the potential of 
artificial neural networks and deep learning, and have enabled 
machine learning algorithms to find a place in everyday life 
[6]. Today, artificial intelligence is encountered in almost every 
field of science. It plays an active role in the early diagnosis 
and treatment of diseases, especially in the fields of medicine 
and health (radiology [7,8], oncology [9,10], cardiology [11,12], 
gastroenterology [13,14], ophthalmology [15,16], surgery [17,18], 
etc.).

Chatbots, a sub-branch of artificial intelligence, are products 
of the field of natural language processing (NLP). Chatbots 
are trained with various databases to answer questions posed 
to them by users [19]. Chatbots can understand, interpret, and 

answer users’ questions via text or voice to simulate human-
like conversation using natural language processing (NLP) [20]. 
In addition, chatbots can answer consecutive questions, accept 
errors in their answers and correct themselves with reinforcement 
learning, understand and answer different languages, and refuse 
to answer inappropriate questions [19]. Chatbots are constantly 
improving themselves with the machine learning algorithms in 
their background to provide correct answers and perform better. 
The most preferred chatbots by users are ChatGPT (OpenAI), 
Copilot (Microsoft), Gemini (Google) due to their free versions 
and easy accessibility.

Chatbots have been frequently used in many different areas 
in recent years, such as diagnosis and imaging, treatment, 
patient follow-up and support, health promotion, customer 
service, sales, marketing, information and technical support 
[21-26]. Despite this, there are still many question marks on the 
responses given by chatbots, and researchers are evaluating the 
readability, understandability and accuracy of the responses 
given by chatbots [20, 27-32]. In this study, the responses 
given by chatbots are evaluated for the first time in terms of 
biostatistical literacy. The aim of this study is to evaluate the 
readability, understandability, and accuracy of queries made by 
researchers in the field of health through artificial intelligence 
chatbots in biostatistics. In this context, it is thought that the 
results obtained will be guiding in the use of chatbots, especially 
in the field of health sciences.

MATERIALS AND METHODS
A total of 10 questions from topics that are thought to be 
frequently questioned by researchers in the field of health 
in basic biostatistics (deciding on appropriate statistical 
tests, interpretation of the results of applied tests, some basic 
statistical definitions, sample size calculation-power analysis, 
etc.) were determined by 4 experts (Table 1). The determined 
questions were addressed to artificial intelligence chatbots by 
one of the experts and the answers were recorded. In this study, 
free versions of most widely preferred ChatGPT4, Gemini 
and Copilot chatbots were used. The recorded answers were 
independently evaluated as “Correct”, “Partially correct” and 
“Wrong” by three experts who blinded to which chatbot the 
answers belonged to. Then, these experts came together and 
examined the answers together and made the final evaluation 
by reaching a consensus on the accuracy of the answers. In 
addition, the readability and understandability of the answers 
were assessed by using the Ateşman readability formula, 
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Sönmez formula, Çetinkaya-Uzun readability formula and 
Bezirci-Yılmaz readability formulas.

Ateşman Readability Formula
The Ateşman readability formula was proposed by Ateşman in 
1997 to assess the readability of Turkish texts. This measure 
is an adaptation of the formula proposed by Flesch in 1948. 
Emphasizing the difference in average word and sentence 
lengths between English and Turkish, Ateşman adapted the 
variables of the Flesch formula to Turkish sentence and word 
lengths and created his own formula [33].

Readability score=198.825-40.175(x1)-2.610(x2) 

  (Syllable count)

    (Word count)

    (Word count)

          (Number of sentences) 

According to the Ateşman readability formula, readability 
levels are scored as “1-29: very difficult”, “30-49: difficult”, “50-
69: medium difficulty”, “70-89: easy”, “90-100: very easy” [33].

Sönmez Formula
In his study, Sönmez (2003) found that the Fog index used 
to evaluate the understandability of texts gave invalid results 
on Turkish texts and stated that the prerequisite for the 
understandability of a text is to know the meaning of the words. 
In this context, he created a formula based on unknown words 
for Turkish [33].

According to the Sönmez formula, the understandability rates 
and understandability levels are as follows: “0-0.00001: full 
communication is achieved”, “0.00099-0.0001: text is clear and 
understandable”, “0.03-0.001: text is understandable”, “0.08-
0.04: text can be understood with help”, “0.15-0.09: text is 
difficult to understand”, “0.25-0.16: text is blurry”, “0.98-0.26: 
text is meaningless”, “1.00-0.99: text is completely meaningless” 
[33].

Çetinkaya-Uzun Readability Formula
This formula was proposed by Çetinkaya [34] and is used to 
define and classify the readability levels of Turkish texts. 

Average Sentence Length (ASL) =
Total number of words

Total number of sentences

Readability score (RS) = 118.823-(25.987×AWL)-(0.971×ASL)

Average Word Length (AWL) =
Total number of syllables

Total number of words

According to the Çetinkaya formula, readability levels are 
classified as “0-34: inadequate reading level”, “35-50: educational 
reading level”, “51+: independent reading level” [34].

Bezirci-Yılmaz Readability Formula
It is another formula proposed to define and classify the 
readability levels of Turkish texts [35]. Bezirci-Yılmaz formula 
has more detailed variables than the previous formulas. While 
the average word length is directly included in the equation 
in Ateşman and Çetinkaya-Uzun formulas, in Bezirci-Yılmaz 
formula, words are included in the equation separately according 
to the number of syllables. 

New Readability Value (NRV) = √(AWS×[(H3×0.84)+(H4×1.5)
+(H5×3.5)+(H6×26.35)])

x1=

x2 =

Difficulty ratio=

Number of foreign words, idioms, terms 
concepts, methaphors, smiles, symbols, 

formulas in the text
Number of words in the text

Word rate=
Number of words in the text

Number of sentences in the text

Meaning ratio=

Number of foreign words, idioms, terms 
concepts, methaphors, smiles, symbols, 

formulas in the text
Number of sentences in the text

Understandability rate=
Meaning ratio

Difficulty ratio
Word rate x

=
Average number of words 
in a sentence (AWS)

Number of words in the text

Number of sentences

H3 =
Number of three-syllable words in the text

Total number of sentences
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H4 =
Number of four-syllable words in the text

Total number of sentences

H5 =
Number of five-syllable words in the text

Total number of sentences

H6 =
Number of words with six or more syllables in the text

Total number of sentences

According to the Bezirci-Yılmaz formula, readability levels are 
evaluated as “1-8: primary school”, “9-12: high school”, “13-16: 
undergraduate”, “16+: academic” [35].

Statistical Analysis
Descriptive statistics of the data obtained from the study are given 
as mean±standard deviation or median (Q1-Q3) for quantitative 
variables and percentage values for categorical variables. One-
Way Analysis of Variance (ANOVA) and Kruskal Wallis test 
with Dunn’s posthoc test were used to compare the Ateşman 
Readability Formula, Sönmez Formula, Çetinkaya-Uzun 
Readability Formula and Bezirci-Yılmaz Readability Formula 
scores of the chatbots. The Fisher-Freeman-Halton test was used 
to compare the accuracy rates of the chatbots. In evaluating the 
accuracy rates of the answers recorded for each chatbot, the 
agreement between the experts was evaluated with the Kendall 
concordance coefficient. The Kendall concordance coefficient 
measures the amount of agreement between the decisions of K 
experts, each measured with an ordinal scale for N items [36]. 
The analyses were performed with IBM SPSS Statistics 23.0 
program. p<0.05 was considered statistically significant.

Table 1. Questions Addressed to Chatbots

1. In a city, the vitamin D levels in the blood of 35 women living in rural areas and 35 women living in urban areas were examined. It is known 
that the vitamin D levels in both groups follow a normal distribution. Which significance test should be used to evaluate whether there is a 
difference between these two regions in terms of the women’s vitamin D levels?

2. The hemoglobin levels of twenty anemic patients are measured before and one month after receiving an iron supplement. It is known that 
the hemoglobin levels do not follow a normal distribution in both measurements. Which significance test should be used to evaluate whether 
there is a difference in hemoglobin levels between the two measurements?

3. The correlation coefficient between the ages and systolic blood pressures of a group of individuals is found to be r = 0.80 (p<0.001). Given 
that the variables follow a normal distribution, how is the relationship between these two variables interpreted?

4. What does the normal distribution of data mean in significance tests? What are the most commonly used tests to evaluate the normal 
distribution of data?

5. Can you interpret the given analysis outputs statistically? (IBM SPSS Statistics 23 output)

6. According to the results of a previous similar study, the average of experimental group was found to be 25±2.3, while the average of control 
group was found to be 20±1.8. Can you calculate the minimum sample size required for the experimental and control groups in a study to 
be conducted on a similar topic (α=0.05; β=0.80)?

7. In a study, 15 out of 30 patients with headaches are given Drug A and 15 are given Drug B. The time taken for the drugs to relieve the pain 
is recorded. It is desired to assess whether there is a difference between Drug A and Drug B in terms of time taken to relieve pain. What is 
the hypothesis of such a study?

8. When data do not follow a normal distribution, which measures of central tendency and dispersion should be used?

9. Can you interpret the name and output of the given graph statistically? (IBM SPSS Statistics 23 output)

10. Can you explain the concepts of “variable” and “parameter” in statistics?
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RESULTS
The Ateşman readability formula average scores of the responses 
given to the questions specified in Table 2 of ChatGPT4, Gemini 
and Copilot chatbots were 42.88±7.77, 43.28±6.05 and 49.46±13.4, 
respectively. As a result of the Ateşman readability formula, it 
was concluded that the readability levels of all chatbots were 
“difficult”. The understandability rates obtained from the Sönmez 
formula for the responses received from ChatGPT4, Gemini and 
Copilot chatbots were calculated as 0.003±0.003; 0.002±0.002 
and 0.006±0.009, respectively, and “text is understandable” for 
all chatbots. Similarly, the Çetinkaya-Uzun readability formula 
averages of the responses given by ChatGPT4, Gemini and 
Copilot chatbots were calculated as 30.16±4.51, 29.39±3.74 and 
33.77±7.71, respectively and “insufficient reading level” was 
found for all chatbots. Finally, the Bezirci-Yılmaz readability 
formula averages of the responses received from ChatGPT4, 
Gemini and Copilot chatbots were calculated as 47.0±22.92; 

93.55±12.56 and 46.92±10.72, respectively, and it was concluded 
that the Bezirci-Yılmaz readability level for all chatbots was at 
the “academic level”.

When artificial intelligence chatbots were compared in terms 
of readability and understandability measures, only Gemini 
chatbot (p<0,001 vs ChatGPT 4 and p<0,001 vs Copilot) showed 
a statistical difference from ChatGPT4 and Copilot chatbots in 
terms of Bezirci-Yılmaz readability level (Table 2).

No statistically significant difference was obtained in terms 
of correct answer rates of the artificial intelligence chatbots 
(p=0.819) (Table 3). The accuracy rates of ChatGPT4, Gemini 
and Copilot chatbots were found to be 60%, 60% and 80%, 
respectively. Also, the Kendall concordance coefficients of 
agreement between the experts for ChatGPT4, Gemini and 
Copilot chatbots were found 66%, 83,1% and 85,4%, respectively.

Table 2. Comparison of readability and understandability measures in chatbots

Readability and 
Comprehensibility Criteria

Chatbots Mean±SD Median (Q1-Q3) p

Ateşman Readability Formula
ChatGPT 4 (A) 42.88±7.77 42.93 (37.95-47.46)

0.266 ΨGemini (B) 43.28±6.05 44.14 (37.97-45.86)
Copilot (C) 49.46±13.4 48.51 (42.64-55.16)

Sönmez Formula
ChatGPT 4 (A) 0.0032±0.0032 0.0031 (0.0005-0.0049)

0.401¥Gemini (B) 0.0023±0.0025 0.0019 (0.0002-0.0032)
Copilot (C) 0.0062±0.0086 0.0036 (0.0006-0.0071)

Çetinkaya-Uzun Readability 
Formula

ChatGPT 4 (A) 30.16±4.51 31.33 (26.52-32.54)
0.194 ΨGemini (B) 29.39±3.74 29.51 (26.28-32.65)

Copilot (C) 33.77±7.71 33.21 (26.48-37.25)

Bezirci-Yılmaz Readability 
Formula

ChatGPT 4 (A) 47±22.92 42.78 (26.09-74.36)
<0.001*¥
B>A=C

ChatGPT 4 - Copilot 0,859
Gemini (B) 93.55±12.56 96.37 (88.28-100.19) ChatGPT 4 - Gemini <0,001*
Copilot (C) 46.92±10.72 44.73 (39.91-53.46) Copilot- Gemini <0,001*

*p<0.05; Ψ: One-way ANOVA; ¥: Kruskal Wallis test (Dunns’ posthoc test); SD: Standard Deviation; Q1: 1st Quartile; Q3: 3rd Quartile

Table 3. Comparison of accuracy rates of chatbots in line with expert opinions

Variables
n (%)

False Partially True True
p

n (%) n (%) n (%)

Group

Chat GPT 1 (10 ) 3 (30 ) 6 (60 )

0.819Gemini 2 (20 ) 2 (20 ) 6 (60 )

Copilot 1 (10 ) 1 (10 ) 8 (80 )

The Fisher-Freeman-Halton test
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DISCUSSION
According to the answers given to the questions addressed to 
the artificial intelligence chatbots, it was concluded that the 
score levels obtained from the Ateşman readability formula 
were “difficult”. Similarly, it was determined that the score 
levels obtained from the Çetinkaya-Uzun readability formula 
were “insufficient reading level”. The readability levels of the 
answers being “difficult” or “insufficient reading level” can be 
interpreted as the biostatistics literacy levels of the researchers 
using the chatbots should be high. Because the use of expressions 
and terms specific to the field of science reduces the readability 
levels of the answers. This shows that the researchers using 
the chatbots should have sufficient knowledge of field-specific 
expressions and terms. It was determined that the score levels 
obtained from the Bezirci-Yılmaz readability formula were 
“academic” level. Therefore, it can be said that in order for the 
answers given by the chatbots to be readable, the users should 
have an academic level of education specific to that field. It was 
also determined that the accuracy rates of the chatbots were not 
sufficient.

There are many studies evaluating the readability, 
understandability, and accuracy of artificial intelligence 
chatbots in different fields of health sciences with similar results 
to our study [28, 31, 32, 37-43]. Hancı et al. [28] examined 
ChatGPT, Bard, Gemini, Copilot, Perplexity chatbots using 
ARI (Automated Readability Index), FKG (Flesch-Kincaid 
Grade), and FRE (Flesch Reading Ease) indexes to evaluate 
the readability, reliability, and quality of responses related to 
palliative care. It was concluded that the quality and readability 
of the responses were not sufficient and that the responses 
provided by the chatbots were at the 6th grade reading level. 
Hershenhouse et al. [31] evaluated ChatGPT using Flesch-
Kincaid Reading Ease (FRE), Flesch-Kincaid Grade Level 
(FKG), and Automated Readability Index (ARI) in their 
study to evaluate the level of prostate cancer knowledge and 
concluded that accuracy and understandability was low, and 
texts are readable. Önder et al. [32] evaluated ChatGPT 4.0 
using FRE and FKG to evaluate the reliability and readability 
of responses related to hypothyroidism in pregnancy, and as a 
result of the FRE score, it was found that the text was difficult 
to read, and the level of education required to understand the 
responses was university level. Güven et al. [37] evaluated the 
performance of ChatGPT 3.5, ChatGPT 4.0 and Google Gemini 
artificial intelligence chatbots using FRE and FKG measures 

in responding to patient questions about dental injuries as a 
result of trauma and concluded that readability was difficult, 
and the level of education required university level reading 
skills. In the study conducted by Gajjar et al. [38], ChatGPT 
3.0, ChatGPT 3.5 and ChatGPT 4.0 were evaluated using FRE 
and FKG measures to assess the accuracy of responses given 
to patients’ questions for neurosurgical procedures. The study 
found that the readability level was difficult, and the education 
level was at a postgraduate level. In the study conducted by 
Ayo-Ajibola et al. [39], ChatGPT was evaluated using FRE and 
FKG measures on tracheostomy care recommendations. The 
readability of the answers to the questions corresponding to 
the low education level was found to be easy, the readability of 
the self-care questioning category was found to be difficult, and 
the readability levels for all questioning categories, except for 
the special situation questioning, were found to be at the 12th 
grade level or above. In the study conducted by Gondode et al. 
[40], they compared the accuracy of patient education tools for 
chronic pain medications created by ChatGPT with materials 
from traditional sources. Readability was evaluated using FRE 
and FKG measures. They concluded that traditional sources are 
more readable and potentially easier to understand. Steimetz et 
al. [41] examined Google Bard, ChatGPT using FRE and FKG 
to evaluate the ability to accurately explain pathology reports to 
patients and suggested that artificial intelligence chatbots can 
simplify pathology reports for patients and identify key details 
important for patient management, however, they concluded that 
interpretations should be used with caution as they are not perfect 
and that fact-checking solutions should be developed before 
integrating these tools into the healthcare environment. Carlson 
et al. [42] examined ChatGPT, Google Bard, Microsoft Bing, 
Perplexity, Claude using FRE and FKG to evaluate the accuracy 
and readability of responses to questions about vasectomy and 
concluded that all five artificial intelligence chatbots had an 
average FRE score below 50 and above a 10th grade reading 
level. They suggested that artificial intelligence chatbots may 
perform similarly in terms of their accuracy but may differ in 
terms of ease of understanding by the general public. Pradhan 
et al. [43] evaluated ChatGPT, DocsGPT, Google Bard, and 
Bing Chat using FRE and FKG to compare human-based 
patient education materials on cirrhosis, and concluded that the 
readability level was readable by someone with an 8th grade 
education level and understandable, but recommended that 
further work be done to easily accepted artificial intelligence 
chatbots in routine clinical practice.
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Limitations and Strengths
In this study, parallel results were obtained with the results of 
similar studies. The limitation of the study can be stated as the 
small number of questions addressed to artificial intelligence 
chatbots. While indexes developed for foreign languages 
were used in previous studies evaluating Turkish responses in 
chatbots, the use of indexes adapted to Turkish in this study 
can be considered as a strength of the study. In addition, it is 
thought that being the first research in the field of biostatistics 
will contribute to the literature by providing an important 
perspective.

CONCLUSIONS
Recent studies have shown that the results of artificial 
intelligence chatbots are not readable, understandable, and 
have low accuracy levels. Although chatbots tend to provide 
accurate information, they have limitations available. One of the 
limitations of chatbots is the lack of evidence-based information 
sources. It can be difficult to know whether the information is 
reliable because it is not clear whether it is obtained from a valid 
source [28].

Although artificial intelligence chatbots are practical in terms 
of fast access to information and ease of use today, their 
readability, understandability and accuracy are not sufficient 
in areas that require expertise, such as biostatistics. Therefore, 
considering that biostatistics is an integral part of medical and 
health sciences research, researchers need to have a high level 
of knowledge, experience and academic reading level specific to 
the field of biostatistics. Although access to artificial intelligence 
chatbots is thought to be fast, easy and practical, it is seen that the 
information obtained from chatbots is not completely accurate 
and the information they provide is insufficient. As a result, it is 
considered appropriate that chatbots cannot be used to contribute 
to science, but only as a tool on the way to knowledge.

“To consult the statistician after an experiment is finished is 
often merely to ask him to conduct a post mortem examination. 
He can perhaps say what the experiment died of.” (R. A. Fischer, 
1930).
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