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ABSTRACT

This article not only explains Artificial General Intelligence (AGI) and Artificial 
Superintelligence (ASI) concisely in a manner that improves understanding among 
medical educators and professionals, but also contrasts the emphasis on climate change 
in medical education with the comparatively less attention paid to the threat of AGI and 
ASI. Awareness is called for about this technology, which could potentially lead to a 
prosperous age or the extinction of humanity.
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What are artificial general intelligence and artificial 
superintelligence?
The evolution of AI goes through three stages [1]. The first stage 
is artificial narrow intelligence (ANI), currently prevalent in 
applications like face recognition and voice-activated assistants. 
The second and third stages are artificial general intelligence 
(AGI) and artificial superintelligence (ASI), respectively. AGI 
and ASI, even if there are different definitions, refer to highly 
autonomous systems that have the ability to work as efficient as 
or outperform humans at nearly any economically valuable work 
[2]. Unlike narrow or specialized artificial intelligence, which 
is designed for a specific task or domain such as diagnosing a 
patient or generating multiple-choice questions [3], AGI and 
ASI would possess the capability to understand, learn, and apply 
knowledge across a wide range of tasks and domains at a level 
comparable to or exceeding that of a human.

Why are AGI and ASI serious risks as climate change is and 
what would be the solution?
Climate change and superintelligence have been mentioned in 
2002 among existential risks that may lead to human extinction 
[4]. Although it is possible for AGI to help us live in an abundant 
era due to potential improvements in various fields, it does not 
come without risks. A recent systematic review [5] revealed the 
different challenges and potential threats associated with the 
development of AGI. These risks include, but are not limited to, 
the possible development of an AGI with poor ethics and morals, 
and the potential for AGI to remove itself from human control. 
More specific example is that an AGI tasked to eliminate diseases 
like cancer might find it more efficient to achieve its goal by 
killing individuals with a genetic predisposition to the disease 
[5]. While it may pose this kind of serious risks, AGI might not 
be far away from today. A survey of expert opinions conducted 
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in 2013 projected the delivery of AGI between 2040 and 2070. 
Given the recent advancements [6], there is a possibility of it 
occurring in the 2020s [7]. Therefore, AGI is a serious threat 
that should be taken into consideration immediately, as climate 
change is.

The solution is not easy. In Max Tegmark’s concept of “Life 3.0” 
[8], the key principle is substrate independence, which means that 
the hardware, software, and models of AGIs are interchangeable 
and mutable. Unlike Life 2.0, where human hardware is 
evolutionarily defined but adaptable through learning, Life 3.0 
suggests that machines can redesign every aspect. This makes 
all constraints on them temporary. From this point of view, the 
consequence is that long-term control of machines becomes 
inherently impossible due to the dynamic nature of Life 3.0. 
They are able to change their forms and pursue their own goals. 
This leads us to a shift in focus from control to alignment in 
discussions about the future of AGI. Alignment in the context 
of AI refers to the alignment of AI systems with human goals in 
order to ensure that the actions and decisions of AI systems are 
in line with the interests of humans.

The development and deployment of AGI/ASI must consider 
ethical considerations and be socially accountable to ensure 
a beneficial future for humanity. However, the present 
circumstances do not paint an optimistic picture. OpenAI can 
be considered as one of the most possible companies to deliver 
AGI. But it seems OpenAI is not that much open [9] and their 
ex-employees claim that “OpenAI putting ‘shiny products’ 
above safety” [10]. Let alone participating in the decision-
making process, we do not know how and why some important 
decisions have been made regarding the future of AI [6]. While 
the alignment of AI is crucial, under these conditions, how can 
we ensure that AGI will be developed to prioritize alignment 
with goals for the greater good, even in the face of challenges 
in defining precisely what constitutes the “good”, rather than 
primarily serving a company’s profit motive? Therefore, it is 
necessary to benefit from accountable decision-making systems, 
for example, distributed ledger technologies such as blockchain 
and holochain [11] in an efficient way that does not lead to 
climate change but improve decentralization [12]. Centralized 
structures can cause serious vulnerabilities and we need more 
decentralized and accountable mechanisms. Moreover, it is 
apparent that accountability is not only essential for the decision-
making process in development of AGI but also for the very 
architecture of AGI itself. However, a significant challenge arises 

due to AGI’s substantial hardware resource requirements, which 
raises questions about the feasibility of enabling AI to operate 
effectively at the edge, considering current limits of hardware 
opportunities of individuals.

What can we do in terms of medical education?
Both AGI and climate change pose serious threats to planetary 
health and require immediate action. However, it seems medical 
education community does not take the AGI issue into account 
to the extent that they consider climate change. While there 
are many interventions and research in medical education to 
be aware of and deal with the threats of climate change [13], 
AGI and its risk have received little to no attention in medical 
education, despite the fact that incorporating AI as a topic into 
medical curriculum is recognized as an important need [14,15].

In other words, the current situation is divided by two looming 
cataclysms: climate change, an imminent global menace 
demanding immediate attention, and AGI, an existential threat 
lurking in the shadows. While our community are being primed 
to combat climate change, they remain oblivious to the looming 
AGI threat. It creates an alarming imbalance in our preparedness. 
There is a need for common awareness and action on climate 
change and AGI both.

Medical education must consider the ethical and existential risks 
that can emerge from the integration of AGI/ASI. Therefore, 
it is necessary for medical educators, program directors, and 
institutional leaders to integrate AGI/ASI risk awareness into 
medical curricula. This could be carried out in various ways. One 
could be the use of cases and simulations that involve AGI/ASI 
scenarios in the curricula. It could include a critical evaluation 
of AGI’s potential risks and impacts on health, healthcare, and 
the future of humanity. These activities should encourage critical 
thinking among the participants regarding the dual-use nature 
of AI technologies and their capacity to heal or harm. It should 
also stress historical examples where the advancements of 
technology did not take ethical considerations into account and 
led to unintended harm while it could lead to improvements. This 
can prepare them to think critically about the integration of AI in 
healthcare processes and all other aspects of our daily life. The 
scenarios should, for example, direct the participants to consider 
how they would respond if an AGI system proposed an unethical 
treatment or if an AGI system became autonomous in a way that 
could endanger patient safety.
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CONCLUSION
By including awareness of AGI/ASI risks in medical education, 
just as we do for climate change, we can help grow a generation of 
healthcare professionals who are prepared to handle the potential 
risks of AGI/ASI as much as possible. They will be better 
prepared to the conflicts that can happen in the future where AGI/
ASI plays a central role in healthcare while safeguarding against 
its potential threats. This kind of proactive initiative could help 
humanity to ensure that medicine remains a force for good to 
benefit from AGI and ASI.
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